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Abstract

Many tasks performed by two humans require mutual interaction between arms such as
handing over tools and objects. In order for a robotic arm to interact with a human in the
same way and for other applications of Human-Robot Collaboration (HRC), it must reason
about the location of the human arm and hand-held object in real-time. Furthermore and
to acquire interaction in a timely manner, the robot must be able predict the final target of
the human and detect if and what type of object is held by the human, in order to plan and

initiate motion beforehand.

In this research, we explore the use of two low-cost wearable devices. The first device
is equipped with an array of Force sensitive resistor (FSR) sensors, to classify hand-held
objects. The second is equipped with two inertial measurement units (IMU) for learning
reaching motion. The wearable devices can replace or be complementary to visual per-
ception in cases of bad lighting or occlusions in a cluttered environment. For each of the
systems, we have collected large data sets from real human motions. For grasped object
classification system, we have trained and optimized an ANN and proposed a novel algo-
rithm which increases prediction robustness. For the second system, we have trained and
optimized two separate models (ANN and RNN) to estimate the wrist position and predict

user reach, with promising results.
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1 Introduction

When two humans perform a shared task, each has an ability to predict intentions of his
peer with-out verbal communication. Once one human sees the motion of his human
fellow, usually his arms and manipulated objects, the intended upcoming task can be pre-
dicted for further interaction [50]. For instance, when a human is handing-over an object,
his fellow can infer about the reaching target and initiate supporting motion to obtain it.
When assembling two parts together, a human assistant can hold one part for support or
can handover appropriate tools. Similarly, an upper-limb amputee would need another
hand to open a bottle. In Human-Robot Collaboration (HRC), robotic arms should do the
same to support a human in completing shared tasks [1]. Having a robot infer about the
upper-limbs motion of a human has applications in hand-over activities [66], collaboration

in shared workspaces [38], collision avoidance by the robot [33] and virtual reality [19].

A major attempt has been made to integrate HRC approaches in robotics to support
humans with disabilities [10] or in performing tasks that require more than one participant
[21]. A challenging problem in HRC is to signal the robot of a desired assistive task
efficiently and naturally. Some HRC solutions, however, provide non-intuitive control
methods such as human gestures [20] or sensing brain activities [44]. Another common
approach is Electromyography (EMG) [29] in which electrical signals from the muscles
are measured through electrodes and translated to limb movements. In this work, the goal
of user intention forecasting for assistive tasks was separated into two sub tasks, handheld

object classification and wrist position prediction.

1.1 Hand-held object classification

This part of the thesis is engaged in hand-held object classification. We aim to create a non
invasive system where a robotic system can infer about the object held by the human user,

while allowing the human user a natural and fluent work flow. We propose a wearable



Force-Myography (FMG) device that is positioned on the human forearm and measures
musculoskeletal activities. These activities can imply about the object that is grasped by
the human. We use FMG rather than EMG technology due to the latter’s requirement
of large and costly equipment, and its accuracy can be compromised by sweat, electrode

placement and crosstalk [18].

Early work by Amtf et al. [2] have introduced the use of body-worn force sensors to
identify patterns in forearm muscle activities. Further work has shown the possibility to
identify hand gestures using FMG signals [45], [35]. FMG measures perturbations of the
musculoskeletal system and has been reported to be simple to acquire with a relatively
high- accuracy [31]. Consequently, acquired FMG data was used in data-based classifi-
cation of hand gestures [67]. However, data was recollected, and a classifier was trained
each time that the sensors have been placed on the arm. Hence, once the sensors have been
dislocated, the previously trained classifier significantly loses its accuracy. As opposed to
EMG, FMG requires low-cost sensors and a simple portable acquisition device (e.g., Ar-
duino board), and is less sensitive to sensor positioning variations [18], [26]. Furthermore,
and according to the author’s knowledge, there has not been any attempt to reason about
objects within-hand through FMG measurements which is crucial for identification of in-
tended tasks in HRC. As a part of this work, we use FMG measurements to identify objects

in a human hand which, in turn, imply about the intended task.

An object is characterized by its geometry and weight which are reflected by the mus-
culoskeletal state of the arm grasping it. Hence, we investigate the ability of a classifier,
trained with measured FMG signals, to classify a grasped object from a given set of ob-
jects. We aim to rely solely on a low-cost FMG device directly strapped on the human
forearm to provide an affordable solution. Previous work included either lower [53] or
upper forearm [64] FMG bands. Yet, it is not clear what are the sensing locations required
for accurate and robust predictions. Hence, we provide an analysis of the classification
accuracy with regards to the placement of the sensors. In addition, we hypothesize that
better coverage along the forearm will augment the model and provide better accuracy.
Hence, the lightweight wearable FMG device incorporates 15 force-sensitive resistor sen-
sors placed on the lower and upper forearms. Data collected from the FMG device is
further used to train a robust classifier to identify objects in hand. We focus on observing
object classification using FMG for a single participant while leaving global classifiers
for future work. We show that the classifier is robust to re-positioning of the device, i.e.,
once the classifier has been trained over collected data, it maintains its accuracy even if

the device has been taken off previously.



While we show that we can acquire a relatively accurate and robust classifier of objects
in hand, we propose an Iterative Classification (IC) algorithm to further improve classifica-
tion performance. IC is used to increase prediction certainty by sampling additional FMG
data. We exploit the continuous time frame in which the user holds a certain object making
more samples instantly available. The iterative method can be used with any classifier that
provides a class probability distribution. Under some conditions, the iterative process will
improve accuracy and robustness even for a classifier that does not provide high success
rate by itself. Hence, IC can be exerted on classifiers trained with insufficient data or over
a non-optimal classifier model. To conclude, the main contribution is an approach that
enables accurate and robust classification of objects in a human hand using affordable,
lightweight, and easy to use hardware. The proposed algorithm can provide fast and reli-
able results in real-time which is essential for practical HRC. For a task planner to decide
about a future robot assistive manipulation, it must first be informed of the object in the
human hand. The object provides significant information about the upcoming task even
before the human arm has begun to move and enables a substantial reduction in the set of
possible actions to be performed by the human. Hence, the robot can infer about future
actions of the human beforehand and plan a trajectory accordingly [47]. The plan will be

updated in real-time with more information about the human and object motion.

1.2 Wrist target prediction

This part of the thesis is engaged in wrist target prediction. We propose an IMU based
system which lays on the human user’s arm and can predict the location of the wrist,
approximately 1.5 seconds in advance. We used an Long Short-Term Memory (LSTM)
based model with convolutional layers, trying to optimize the distance between the loca-
tion predicted by the model and the one measured by a motion camera system. Human
motion inference and prediction have been given much attention in the past few decades.
Seminal work by Flash and Hogen [16] has suggested that human arms move from point
to point in a smooth trajectory while minimizing the mean-square jerk. Others proposed
models that include minimum torque [60] and position variances [23]. Nevertheless, these
models were demonstrated in a limited and specific setting while human motion is diffi-
cult to predict due to the randomness and complexity of human behavior [48]. Therefore,
a significant amount of research has been put on the use of Kalman filter variants [30, 69]
and data-driven models [62, 36]. In an example for the latter, the work of Landi et al.
[32] combined the minimum jerk model with an Artificial Neural-Network (ANN) to pre-
dict arm motion based on camera perception. However, all above methods rely on visual

perception to acquire human arm pose. Relying on continuous visual feedback limits the



performance of various tasks in which visual uncertainty (e.g., poor lighting or shadows)
or occlusion may occur. Moreover, dealing with visual sensing requires a large amount of

data and strong computing capabilities [59].

To bypass the challenges of vision, motion prediction using wearable sensors has also
been exhibited. For instance, Electro-Myography (EMG) [8] and brain-computer interface
[41] have been tested for intention prediction of motor behavior. Wearable Inertial Mea-
surement Units (IMU) have also been proposed and yielded significant results [12]. The
work in [58] fused IMU measurements with depth camera (Kinect) perception based on
the Unscented Kalman Filter (UKF). Yun and Bachmann [69], on the other hand, filtered
two IMU sensors on the upper-arm and forearm to approximate the orientation of the arm.
Similarly, Atrsaei et al. [4] used two IMU sensors on the upper-arm and forearm along
with UKF to approximate the pose of the arm. However, the methods were focused on
approximating the current pose of the arm and did not consider future arm trajectories. In
addition, the ability of the above methods to generalize to various participants has not been
exhibited.

In this work, we aim to rely solely on a low-cost wearable device directly strapped on
the human arm to provide an affordable solution. Achieving vision-free pose estimation
and prediction would enable further fusion with vision for better estimation in unstructured
or partly-occluded environments. Therefore, we explore the sole use of IMU for learning
reaching motion of a human arm. With two IMU sensor located on the upper-arm and
forearm, we observe the required data and learning model to predict the target of the
reaching arm at early stages of motion in real-time. Furthermore, a learning approach is
proposed based on the LTSM model. We investigate the use of raw data from the IMU’s
along with temporal pose predictions of the arm acquired from a secondary ANN model.
Therefore, our proposed method does not require integrating the measured accelerometers
to predict the position. Integration is often subject to drift and sensitive to typical noisy
signals [58]. Also, and contrary to the common approach, our method does not require the
use of filters. We also observe the robustness of the method to taking-off and re-positioning

the device on the arm, and for several users.

The main contribution is an approach that enables real-time target prediction in reach-
ing motions of a human arm using affordable, lightweight, and easy to use hardware, and
without the need for visual perception. With early real-time information, the robot could
promptly initiate a response motion to interact in a timely manner. While we focus on
collaboration with robotic arms, the approach can also be applicable to interactions with

prosthetic hands, drones, teleoperation, and virtual reality.



2 Related work

In HRC, common control methods that have been used to efficiently signal the robot of
a desired assistive task are quite limited. Many assistive robots are specially designed
for a specific task in a priori known environment [40]. Other assistive arms use non-
intuitive control methods such as predefined human gestures and gazes [20, 43] or brain-
computer interface that sense brain activities [44]. Specially designed gloves such as in
[14] measure both acceleration and flexion for motion capturing and virtual reality. How-
ever, these gloves limit the tactile sensation of the user and thus, not suitable for gen-
eral use. A widely researched approach is to acquire and classify neurological activities
through Electro-Myography (EMG) [29, 8, 57]. EMG detects electrical signals generated
by muscle tissue and implies the human subject’s intention. Even though this method frees
the hand and allows full tactile sensation, it usually requires expensive and highly sizable
equipment [18]. In addition, different artifacts and cross-talk may decrease the quality of
the signal [3].

The field of HRC contains a large variety of sub-fields. In this work, we tackle the task
of object handover and human intention recognition. Leaning on HRC developments and
trends [9, 34].

2.1 Hand-held object classification

Inferring about the object being used by the user is crucial for HRC tasks, once the robotic
system can identify the handheld object, it is possible to confine the possible intentions of
the user to a finite number of actions. As mentioned, there are several possible techniques
to approach this task. In this work, we utilize Force-Myography (FMG), where force sen-
sors capture radially directed force distributions through expansion and contraction of the
musculoskeletal system [11]. Prior works [2, 45] have shown that exterior sensing of mus-

cle surface perturbations incorporates important information about task activity. A work



study in [35, 31] has advanced the idea by identifying finger motions from muscle pertur-
bation via force sensors on the forearm. While their methodologies did not allow having
a wearable system for real-time feedback, these studies have established the feasibility of
using FMG for monitoring upper-extremities gestures. More recently a wearable device
has been proposed [64] that is composed of a linear set of eight force sensors. A classifier
was trained to identify in real-time hand postures. Similarly, a wearable FMG feedback

system was used to detect four basic hand motions in rehabilitation analysis [67].

2.2  Wrist target prediction

Motion prediction based on extracted features of human motion can be divided into two
categories, model-based and model-free. Model-based approaches establish an analytical
function for mapping between measured features to the kinematic or dynamic behavior
[17]. Model parameters are studied and refined through experiments but are challenging
to evaluate accurately. On the other hand, the model-free approach is a black-box map-
ping acquired through machine learning [39]. A large amount of data is used to train an
Artificial Neural-Network to map sensed features to the current gesture or posture of the
hand. As such, the works in [52], [63] trained a neural network to map EMG signals to
joint angles of the upper limb. A major part of prior work focused on the use of visual
perception to investigate human arm motion. As such, Oguz et al. [46] solved an inverse
optimal control problem to derive the true cost function that governs a set of motions. The
work in [56] predicted to which object the human hand is reaching. The target object was
predicted by observing arm motion with a camera in a discretized workspace. It is also
worth mentioning extensive attempts for pose and motion prediction of the entire human
body through visual perception [17, 39, 52]. Similarly, depth camera such as Kinect is an

alternative solution using spatial point cloud [63].

While the above focused on extracting mathematical models of motion, a different ap-
proach involves data-driven models. The work of Cheng et al. [36] proposed the use of
semi-adaptable ANN to learn a human arm transition model and adapt it to time-varying
human behaviors. Another approach uses Hidden Markov Models to approximate human
pose or occupied workspace based on visual observations [62, 15]. The use of Recur-
rent Neural-Networks (RNN) is also a common approach where sequential temporal data
is used to predict motion trajectories [37, 70]. Liu and Liu [36] combined a Modified
Kalman Filter to adapt an RNN model to changes in environmental conditions. The work
in [49] used a database of recorded human motions to predict in real-time intended targets

in reaching motions. However, and as previously indicated, relying solely on continuous



visual feedback limits the performance in unstructured environments where occlusions
may occur. Therefore, in this work we focus on observing human arm motion through
wearable sensors while later fusion with visual perception may provide a complete solu-
tion. Object hand-over from a robot to a human, and vice versa, is a potential application
which requires reasoning about human arm pose and future trajectory. Visual perception
is the leading method to locate the human arm and approximate its pose [51]. In [66],
human-to-robot handovers were conducted by visually classifying a human grasp of the
reached-out object and planning an approach trajectory for the robot. Nemlekar et al. [42]

approximated the object transfer point based on observed human behavior and motion.



3 Hand-held object classification

This chapter discusses the first sub-task of hand-held object classification. It covers the
system design (mechanical, electrical and scripts), data flow, results and conclusions. The
work in this chapter was published in the IEEE Robotics & Automation Letters [27]
and was presented (virtually) at the IEEE Conference on Robotics and Automation,
2021.

3.1 System

3.1.1 Wearable FMG device

As previously described, prior work included either upper or lower forearm bands. To
improve accuracy and to analyze the dominant measurement locations, we have combined
both and fabricated a wearable device with wider coverage along the forearm). The device
is composed of 15 low-cost Force-Sensitive Resistors (FSR), model FSR-402 by Interlink
Electronics. FSR sensors are made of polymer films that vary their electrical resistance
upon changing pressure on their surface. The device consists of three main components:
(a) upper forearm band with six FSR sensors, (b) lower forearm band with nine sensors
organized in two rows and (c) a data acquisition system based on an Arduino Mega 2560
board. The FSR sensors were positioned in equal spacing along the bands as seen in
Figure 3.1. We note that the device includes two bands for prototyping considerations but
can easily be fabricated as one unit. The bands were fabricated by 3D printing with an
elastic polymer (Thermoplastic elastomer). They include a flexible bulge for each sensor
to ensure proper attachment to the skin while maintaining flexibility during arm motion.
Each FSR sensor is connected to an analog pin of the Arduino through a voltage divider
of 4.7kQ resistor. Such acquisition configuration provides real-time data stream of all the
given sensors in a frequency of up to 300Hz. The described system is composed of low-

cost and light-weight hardware which is appealing and suited for easy arm movements.



Figure 3.1: Prototype of the FMG wearable device made of two parts for the
upper and lower forearm. Each part includes a set of force-sensitive resistors
(FSR) designed to sense perturbations of the musculoskeletal system.

3.1.2 Neural-Network classifier

We aim to identify an object grasped by the human solely by measuring FMG signals
measured by the device. Given a set of m objects {0,... 0, }, we require to identify an
object from the set. That is, we require real-time classification based on pattern recognition
of the input signals. This is achieved through supervised learning with the use of a feed-

forward Neural-Network (NN) trained over labeled signals.

Let ¢ € R" be the observable state of the musculoskeletal system measured by the
FMG system with n FSR sensors. For each object &}, training data is collected by holding
it as seen in Figure 3.2. We record grasps of objects as intended during tasks, e.g., grasping
scissors by their ring handles. To increase data variance, the data was recorded in various
arm postures, i.e., while arbitrary moving the shoulder, elbow and wrist. Ultimately, the
resulting training data is a set of M labeled FMG signals ® = {(1,11), ..., (¢um,Ip) } where
label /; corresponds to object &),. However and as described previously, we aim to acquire
a model robust to replacing of the FMG device. Recording data after a one time positioning
of the device will not be robust and a trained model is most likely to fail after taking-off

and re-positioning.

Classification failure while using the above formulation will happen for two reasons:
inability to re-position the device at the same location and inability to tighten it with the
same forces each time. For the former challenge, we collect data in N episodes where, in
each episode, the device is taken-off and re-positioned. To cope with the different tight-
ening forces at each episode, we consider episode values relative to the initial forces after

strapping in. Thus, at the beginning of episode j, the user is required to perform a simple



calibration process in which the muscles are relaxed prior to picking up the object. The

FMG baseline signal q)(g] ) during the relaxation is subtracted from the episode measure-

) _ ¢(j)
(4]

ments to decrease variance, i.e., a signal is now given by ¢i(/ ) = 0.

; . Next, since

the data is significantly noisy, we apply a simple Mean Filter of width w to each sensor
measurement. A Median filter exerted similar results. However, while Mean filters sup-
press noise, unique features of the data may be lost. Hence, a multitude of measurement
vectors of different classes may be described with the same mean, leading to low classifi-
cation accuracy. Therefore, we include the standard deviation of each sensor measurement
which retrieves some previously lost distinctive features of the class. Hence, a processed
()

signal of episode j is now X, € R?" including both mean and standard deviation of n

signals along a window of length w.

The labeled dataset is now composed of N episodes ® = ¢ UD, U... U Dy where
P; = {(xgj),ll),...,(X%),ZM)}. Dataset ® can now be used to train a NN mapping to
classify a set of objects, i.e., train map & : R?* — [0,1]™ such that a class probability
distribution p={py,...pm} (Where ¥, p; = 1) using h(x) is computed by p = h(x). Next,
we present an iterative classification method in which models, even with low certainty, can

be improved by sequentially drawing more samples.

3.1.3 [Iterative Classification

A trained classifier may yield object identification with low certainty due to noisy mea-
surements, insufficient measurement data or non-optimal model. Nevertheless, we may
exploit the continuous time frame in which the user holds a certain object. While common
classification tasks rely only on one sample for prediction, in our case, we may rapidly
acquire additional samples while being certain that they originate from the same class.
Consider FMG signals arriving sequentially {x;,X,,...} in real-time while holding an
unknown object. It is required to estimate conditional probability for class ; given k
sequential samples, i.e., P(0;|xy,...X;). We propose to use an iterative process where a
score is given in each iteration based on prediction certainty. Unlike sequential Bayesian
update [28], the proposed approach can be used with any type of classifier that provides a
probability distribution.

The Iterative Classification (IC) process is described in Algorithm 1. We track the
scores of the classes based on the predictions for each sample provided by any chosen
classifier. We maintain a vector s = (sy,...,s,) of cumulative scores for the classes. In
each iteration, a signal x is sampled, followed by acquiring a class probability distribution

p = h(x). Generally, function & can be any trained classifier that outputs a probability
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distribution of the prediction. The probability output is considered as the certainty of
the classifier to its prediction and the score to the class prediction. Hence, the highest
probability p; in p is the iteration score for class i and is added to s;. This process is
repeated until the normalized cumulative score §,,,, for some class reaches above a lower
bound A € [0,1]. It is also possible to fully accumulate (FA) all class scores by updating
s with all iteration probabilities, i.e., replace lines 5-6 in Algorithm 1 with s < s+ p.
However, this will result in an excessive number of iterations for ill-trained classifiers
while requiring a carefully tuned A. For a sufficiently trained classifier, FA would provide

only marginal accuracy improvement as will be seen in the experimental section.

Algorithm 1: iterative_classification(A)

Initiate elements of s = {sy,...,5,} to 0;
repeat
X < sample();
p < h(x);
i < argmax(p);
Si <= Si+pis
0 < argmax(s);
if first iteration then
‘ Smax < So3
else
‘ Smax So/ (Zisi);
until §,,, > A;
return o ; /* return class index */

Let P(I = j|0;) be the probability for classifier & to assign label j to a grasped object
O’; such that

m

L2 =16) = (3.1

A sufficiently trained classifier must satisfy
P(l=i|0;) > P(l = j|6) (3.2)

for any i,j € {1,...,m} and j # i. Naturally, higher values of P(I = i|0;) for all i €
{1,...,m} mean a more accurate classifier. In many cases, prediction probability of in-
correct predictions tend to be lower than the prediction probability for correct examples

[24]. Hence, given py.c = max(p), the expected value for p,,,, when successfully classi-
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fying object &; would be larger than an erroneous prediction. That is, statement
E(pmax|l - i7 ﬁl) > E(pmax|l - j7 ﬁl) (33)

holds for any j # i. According to Algorithm 1, vector s accumulates scores for class
predictions with the increase of iterations. In addition, a score is given to s; only if label / =
J 1s assigned to the query object in a particular iteration. Hence, the expected normalized

value §; of component s; given object J; is
E($;10)) = E(pmax|l = j, O)P(1 = j|O}) (3.4)

for any j € {1,...,m} and where §; = s;/(¥;s;). One may view §; as the probability
approximation for grasping & after some number of iterations, i.e., §; = P(0|X1,...Xx).
From (3.2)-(3.4), it must be that

E(f,’ﬁ,) > E(§j|ﬁ,’), V] 75 i (3.5)

While we acknowledge that class probability distributions outputted from a softmax layer
may not always reflect the true certainty of its prediction [22], preliminary results show
that condition (3.3) holds in our case. Nevertheless, even with a more strict assumption,
where p;,,, for any prediction (erroneous or not) has a uniform distribution p;;,qx ~ U (n%, 1)
such that

E(Pmax’l =1, ﬁi) = E(pmax‘l =J, ﬁi) = ””2_“’;2’ (3.6)

statement (3.5) remains valid due to (3.2).

The above statements imply that as long as a classifier satisfies (3.2), the expected
cumulative score E(§;|0;) will increase and converge to an higher value than E(§;|0})
(j # i), with the increase of classification iterations, i.e., §; is more likely to be equal
to $iuax. Hence, the certainty about the prediction will grow with the addition of more
samples. In turn, this will result in continuous improvement of the classifiers success
rate. Let m, € {0,1,...,m} be the number of grasped objects that satisfy (3.2) for a given
classifier. If a classifier is sufficiently trained such that m, = m, condition (3.2) will be
satisfied for all objects. Hence, the total success rate would converge to 100% with the
increase of iterations. However, when m,, < m, condition (3.2) is satisfied only for the m,,
objects. Consequently, the classification success rate will increase only for these objects

while declining for the remaining m —m, ones. This means that the success rate upper
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limit for a certain classifier is

£ = % % 100%. (3.7)

The convergence rate depends on the quality of the classifier, that is, on the accuracy

P(l = i|0;) and prediction certainty E(p,,.x|l = i, 0;), for all i.

The proper amount of iterations to reach some level of accuracy or certainty is not
known beforehand. Hence, when required to acquire a classification in a short period
of time, we cannot set the termination criterion to some arbitrary number of iterations.
Therefore, Algorithm 1 sets a termination criterion when reaching some certainty above
a threshold A. Alternatively, classification can be done without a termination criterion
for a long time horizon with continuous certainty improvement. The collaborative robot,
however, will need to identify task completion by other means. These will be shown and

analyzed through experiments in the next section.
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3.2 Experiments and Analysis

In this section, we test and analyse the proposed FMG device and classification method
over a set of objects. We have picked five everyday objects shown in Figure 3.2 including

a bottle, a mug, a screwdriver, scissors and a plate.

Figure 3.2: Five objects used in the experiments and their typical grasps. From
left to right: bottle, mug, screwdriver, scissors and a plate.

A training set is acquired by recording N = 40 episodes for each object with a single
participant. The participant grasped the objects in a task-based pose (e.g., by the handle of
the screwdriver) similar to the taxonomy described in [13]. In addition, the FMG device
is taken off and re-positioned between the episodes. While doing so, the object is also
put down and picked up again in a task-based grasp with some variations. It is important
to note that the data is recorded while the arm is moving through various configurations
to increase variance and include different grasping postures. For each episode and ob-
ject, a batch of M =10,000 data points is recorded and labeled. All data is pre-processed
with w = 100, resulting in dimension 30 (combining mean and standard deviation of an
n = 15 dimensional measurement). 10% of the data was dedicated for testing and hyper-
parameters optimization, and not included in the training. Similarly, we recorded and
pre-processed five episodes for each object to form a validation set yielding 4,950 samples
for each object and 24,750 in total. We use the validation data to test classification success
rate in a standard fashion over all tests. The validation data was completely decoupled
from the training and testing phases. While we perform validation tests off-line, data is

taken sequentially as recorded as if done in real-time.

3.2.1 Model evaluation
Using the training data, we have optimized a feed-forward NN classifier. The resulting

NN has two hidden layers of 398 neurons each and a Rectified Linear Unit (ReLU) ac-

tivation. A dropout of 50% and an L2 regularizer (factor 10~>) were included to control

14



Table 3.1: Success rate comparison for different classifiers

Classification success rate
Classifier w/0 pre-process | w/ pre-process
Nearest Neighbors 75.19% 83.68%
Naive Bayes 64.41% 62.11%
Linear SVM 75.52% 80.86%
Random Forests 70.90% 63.29%
Neural-Network 63.01% 91.17%
Decision Trees 60.95% 63.59%
AdaBoost 72.38% 73.39%
LDA 73.68% 78.99%

apparent overfitting. Additionally, the ADAM optimizer was used with a sparse cate-
gorical cross-entropy loss function. The network was trained with the back-propagation
algorithm. Furthermore, we have conducted a comparison to other common classifiers,
including: Nearest-Neighbors, Naive Bayes, Support Vector Machines (SVM) with a lin-
ear kernel, Random Forests, Decision Trees, Adaptive Boosting (AdaBoost) and Linear
Discriminant Analysis (LDA) [54].

Table 3.1 reports the classification success rate for these classifiers over the validation
data. We note that these are the rates for one-time calls without IC, i.e., classification ac-
cording to one sample as input. The table also shows the importance of the pre-processing
step (no Mean filter and standard deviation inclusion). The pre-processing step slightly
improves in most cases with a significant increase for the NN classifier. All tests, however,
include signal substraction by the initial episode relaxation measurements to compensate
varying tightening forces. Without filtering the training data, the most accurate NN with
input dimension of 15 reach success rate of 63.01%. When applying the Mean filter, the
success rate significantly increases to 88%; and 91.17% when also including standard de-
viation. The results indicate that both mean and standard deviation values embed valuable
data, where the mean values are of greater importance for the NN performance. Overall, it

is clear that the NN classifier outperforms and, therefore, further used in our experiments.

Figure 3.3a presents the confusion matrix for the NN classifier, denoted as classifier O,
with a total success rate of 91.17%. The most erroneous classification is for the scissors in
which some grasp variations can be confused with a plate or a screwdriver. This motivates

the observation of multiple signals through time to increase certainty and success rate.

In the next analysis, we wish to observe the robustness property with regards to the
number of recorded episodes. Recall that each episode contains 10,000 recorded signals

and the FMG device is removed and re-positioned before each episode. In order to observe
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(a) (b)

Figure 3.3: (a) Confusion matrix for the Neural-Network classifier (O) with a
total success rate of 91.17%. (b) Confusion matrix using IC with classifier O for
A =0.99. The total classification success rate is 97.5% with 1.18 average number
of iterations.

the success rate with regards to the number of episodes N, the NN classifier was repeatedly
trained over 10 trials for each given N = 1, ...,40 while sampling different episodes from
the dataset in each trial. Results can be seen in Figure 3.4. The classification success
rate improves with the increase of episodes, reaching approximately 90% success rate
with more than 30 episodes. Also, the standard deviation over the 10 trials decreases as
the number of episodes rise. This behaviour confirms the main issue dealing with data
originating from body-muscle related source; the placement and replacement after every
episode creates considerable variations to the data. As expected, additional episodes in
the training data results in a more robust classifier to variations in device placements and

tightening forces.

3.2.2  Sensor placement analysis and Feature Importance

As discussed in the introduction chapter, previous work have positioned FSR sensors ei-
ther on the lower or upper forearm. We now investigate the contribution of each sensor
location to the success rate of the classification. Hence, we compare between various con-
figurations of FMG measurements: an upper forearm band (UF), a lower forearm band
with one row of sensors (LF-1), a lower forearm band with two rows of sensors (LF-2)
and using all sensors in the FMG device. For each configuration, we optimized the NN

hyper-parameters. Classification success rate is summarized in Table 3.2. We see that sen-
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Figure 3.4: Classification success rate acquired with regards to the number of
episodes recorded. The results show maximum and average values for 10 training
attempts while sampling different episodes in each.

sors on the lower forearm contribute the most valuable information while sensors on the

upper forearm by themselves are not sufficient.

Table 3.2: Classification success rate with regards to different placements of

FMG sensors
UF LF-1 LF-2 All (0)
Num. of sensors 6 5 9 15
Success rate 57.20% | 75.13% | 82.80% | 91.17%

To achieve better understanding of the FSR sensors effect on the model’s performance,
we observe the impact of each sensor on predictions. Permutation feature importance is a
common method to quantify the contribution of each feature in an NN [65]. This is done
by measuring the increase in the prediction error after permuting the values of each single
feature separately, which breaks the relationship between the feature and the true label.
We use classifier O and randomly permute the validation data, a single feature each time.
The importance score of feature i is the error e; relative to the non-permuted model. In
other words, the score is defined as the decline in accuracy resulting from the permutation

of a sensor’s values. The score is computed according to e¢; = % x 100%,

where ¢ is the success rate of the non-permuted model and g; is the success rate when
feature i is permuted. The results of feature importance evaluation over 30 repetitions
are shown in Table 3.3 and illustrated in Figure 3.5 along with sensor locations. The
relative accuracies indicate a relatively strong dependence on the lower forearm sensors
and correlate to the results in Table 3.2. The above feature importance correlates with
the layout of the forearm muscles. The most significant sensors, 8 and 14, lay on top of

the flexor carpi radialis and flexor digitorum superficialis, which have an important role
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Figure 3.5: Illustration of the sensor locations and importance score computed
with the permutation feature importance method.

Table 3.3: Importance score for the sensor on the FMG device

Sensor Importance | Sensor Importance | Sensor Importance
index score index score index score
1 8.23% 6 6.90% 11 11.47%
2 6.58% 7 13.62% 12 5.33%
3 10.67% 8 25.50% 13 12.21%
4 3.78% 9 16.50% 14 20.46%
5 5.52% 10 13.16% 15 7.89%

in operating the wrist and fingers. While some sensors are more important than others,
the results show that all sensors along the forearm contribute to an accurate and robust

classification.

3.2.3 [Iterative classification analysis

The results of Section 3.2.1 show the ability to train a classifier with relatively high success
rate. However, it may be possible that a model is not accurate enough due to insufficient
data or non-optimal NN hyper-parameters. Hence, we now analyse the proposed IC algo-
rithm described in Section 3.1.3 (Algorithm 1) aimed to raise the certainty of the output
given by a classifier. We first apply the algorithm to classifier O. When exerting IC with

A =0.99, the total success rate increases to 97.5% with 1.18 average number of iterations.
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Figure 3.3b shows the confusion matrix of the iterated classifier. Adding more samples
increases certainty and, therefore, success rate. Specifically, significant improvement is
seen for the scissors and screwdriver when comparing to Figure 3.3a. The above results
show that IC along with a sufficiently good classifier can exhibit accurate and robust clas-

sifications even after the re-positioning of the FMG device.

We now explore the use of the iterative algorithm for trained classifiers that initially
achieved lower success rate. Four classifiers were chosen and their confusion matrices
are seen in Figure 3.6. Classifiers A and B were trained with only 4 and 16 episodes, and
reached success rate of 76.88% and 84.77%, respectively (confusion matrices are seen in
Figures 3.6a and 3.6b). Another two classifiers, C and D (Figures 3.6c and 3.6d), that
use the entire training set (40 episodes) but with non-optimal hyper-parameters, reach
success rates of 50.10% and 60.12%, respectively. We note that the confusion matrices
are an approximation of P(I = j|0;) for i,j € {1,2,3,4,5} where the diagonal elements
approximate P(I = i|0;). Hence, classifiers C and D do not satisfy (3.2).

Table 3.4 presents the success rate improvement when applying IC with A = 0.99 over
the validation data. The results for classifiers A and B clearly show that a classifier can
be trained with less episodes (i.e., smaller sized training set) and, achieve high and robust
accuracy with a low number of iterations. The success rates for classifiers C and D show
limited improvement while the number of iterations is relatively high. This is the result of
the low initial accuracy of the classifiers and inability to satisfy condition (3.2). With FA,
the success rate is 98.1% with 1.16 average number of iterations for classifier O, providing
only marginal improvement. On the other hand, FA for classifiers A-D failed to converge

with a high number of iterations for many trials making the approach infeasible.

We next analyze the performance of the algorithm over a long horizon when removing
the A termination criterion. Figure 3.7 shows the success rate behavior with respect to the
number of iterations. Classifiers O, A and B (represented by Figures 3.3a, 3.6a and 3.6b)
show satisfaction of condition (3.2). Consequently, Figure 3.7 shows continuous success
rate increase toward converging to a common upper limit of & = 100% as expected from
(3.7). Classifier O converged to 100% relatively fast while the other two require more
iterations due to their lower success rate for some objects. Nevertheless, the algorithm

contributes significant improvement compared to the initial results.

As can be seen in Figures 3.6¢ and 3.6d, classifiers C and D share a common property
where they both have exactly one object that does not satisfy condition (3.2), i.e., m, = 4.
Therefore and according to (3.7), they are both expected to exhibit convergence to an upper

limit of & = 80% success rate. Figure 3.7 indeed shows moderate increase in success rate
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Table 3.4: Results of IC with different NN classifiers (A = 0.99)

Classifier \ A B C D 0

Initial success rate (%) | 76.88 84.77 50.10 60.12 91.17
Success rate w/ IC (%) | 87.15 92.39 58.71 69.13 97.5
Difference (%) 1027 7.62 861 9.01 6.33
Avg. iterations 1.31 1.17 206 204 1.18

for the two classifiers toward 80%. Additional trials show that they reach a success rate of

approximately 76% after 1,000 iterations slowly approaching their upper bound.

(a) (b)

(c) (d)

Figure 3.6: Confusion matrices for lower success rate classifiers. Classifiers (a)
A, (b) B, (c) C and (d) D have a total success rate of 76.88 %, 84.77 %, 50.10% and
60.12 %, respectively.

Finally, we report the computational time required to classify an object within hand.
We have experimented on an Intel-Core 17-9700 Ubuntu machine with 16GB of RAM.
The average computation time over 5,000 trials when A = 0.99 is 24 milliseconds. Alter-
natively, if the A termination criterion is not used and the algorithm keeps improving the
prediction certainty, iteration frequency reaches 53.5Hz. These results show that accurate

classification can be done very fast and in real-time.
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Figure 3.7: The classification success rate with regards to the number of itera-
tions for classifiers 0, A, B, C and D.

3.2.4 Sensor failure

When a sensor in the FMG device fails, a well trained classifier can lose its accuracy.
We now test the use of IC with an already trained classifier when various sensors fail.
We virtually fail a sensor by setting its values in the validation set to zero. We note that
failure can occur with other non-zero values or increased noise, leading to different success
rates. Table 3.5 shows the results of several different sensors that fail individually with
and without using IC. Indices of the sensors can be viewed in Figure 3.5. We note that
these results do not match the general failure importance values (Table 3.3) as they only
reflect a special case of setting the failed value to zero. Failure of some sensors lead to
significant loss of accuracy. The loss magnitude depends on the impact of the sensor on
the classification success rate for specific objects and on the respective feature importance.

IC, in such case, can provide valuable improvement while not enough in some cases.

Table 3.5: Results of IC with different faulty sensors (A = 0.99)

Sensor index BE 4 8 9 14

Initial success rate (%) | 58.17 86.23 78.37 78.11 62.77
Success rate w/ IC (%) | 63.22 93.80 89.72 88.03 70.64
Difference (%) 5.05 7.57 1135 992 7.87
Avg. iterations 1.2 .17 122 122 1.25
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3.3 Conclusions

We have presented the problem of classifying an object in hand using simple FMG mea-
surements accurately and robustly. We have shown the use of 15 FSR sensors on a low-cost
FMG device worn on the forearm. Measurements from the sensors are recorded during the
handling of various objects while removing and replacing the device. The data is used to
train a NN classifier that exhibited high classification success rate. We further proposed an
iterative classification algorithm to augment the classification. The IC has shown to sig-
nificantly improve certainty of predictions by sampling additional signals. Furthermore,
success rate is improved even for less accurate classifiers. Hence, a single user can train a
robust and relatively accurate classifier quickly. In addition, we have performed an anal-
ysis to understand the key locations for FSR sensors. Our proposed method has shown a
robot’s ability to reason about the object in hand without verbal communication or visual
feedback. The FMG device provides fast and robust classification of grasped objects that
imply about the intended task of the human. The information about the object will be part

of the decision making for a task planner to take assistive actions.

Future work could focus on increasing the resolution of the FSR sensors and reasoning
about the pose and weight of an object in hand. In addition, more sensors can be added
along the arm to acquire additional information about its pose and to predict future tra-
jectory. We note that some objects with similar geometry and a task-based grasp (e.g., a
screwdriver and a spatula) cannot be distinguished by solely observing finger poses. In
such case, future work may consider the observation of FMG measurements during the
task over time or add context information. A global classifier or model transfer to a new

user are interesting topics to further be explored.
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4 Wrist location prediction

This chapter elaborates about the second sub-task of wrist location prediction. It covers the
system design (mechanical, electrical and scripts), data flow, results, HRC demonstration

and conclusions. The work in this chapter was submitted to the Mechatronics journal.
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4.1 Algorithm and data flow

4.1.1 Arduino script

This script, written in CPP and embedded on the Arduino, control the raw data acquisition
from the controller. It uses a list with specific headers for every feature of every IMU. The

script uses the multiplexer to switch between the IMUs.

4.1.2 Data acquisition script

This python script oversees receiving the raw data from the Arduino (IMU data, model’s
input) and the motion capture system data (marker data, labels) The script takes the raw
data, sent by the controller, and converts it from byte type into list of floats. It uses the
headers to file the features into their designated cells in the input arrays. The script also
instruct the user where to reach upon the recording matrix. Once each trajectory recording
is done, the script saves it into a pickle file, with a unique file name. The script can identify
connection issues to each system (Arduino and motion capture cameras) and reconnect
automatically. After this stage, the data is being sent to the scripts which collect the raw

recording pickle files and compile then into datasets.

4.1.3 MLP scripts

As mentioned, the raw recording pickle files are being collected by the Dataset_maker_for_MLP
script. The script has option to include or exclude every one of the 18 IMUs features for
fitting the models for the best input feature combination. In addition, the same can be
done with the marker input data, which contains position and rotation 3D data for the el-
bow, shoulder, and wrist. The script contains several pre-processing methods, all can be

turned on and off:

* Add noise — this method adds Gaussian noise to the samples, to increase the data’s

variance.

 Shuffle data — this method shuffle the data from it’s original order, this is to prevent
certain batches of data, sent to the model, to be samples from a specific area of the

data space, resulting with unwanted learning behavior in the trained models.

* Scale — act only upon the IMU data, scales the features between O and 1.
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* Normalize — act only upon the IMU data, scales the features to have a normal value
of 0 with STDev of 1.

¢ Remove outliers — act on both IMU and marker data, this method uses z score test

to identify outliers and remove them from the dataset.

* PCA - act only on the IMU data, is used to reduce the amount of input features,

while keeping the essence of the data.

* Marker relative to matrix — this method, acts only on the marker data, moves the

origin to the matrix’s top middle point.

After using the chosen methods, the script inserts the data into a Data-loader object,
for training and testing purposes. In addition, the scaling data, normalization scaler data,
PCA and z score data are being saved for future use. Then, the data is loaded by a plotting
script, which plot’s the various features, both IMU and markers, for visual inspection. The
next script in order is the model optimization script, it takes the data-loader files and create
studies which try to optimize the model’s test loss score. A study generates 1000 trials,
each trial is a combination set of hyper-parameters to optimize. The script plots several
parameters and scores of each model, train and test loss as a function of epoch, error heat-
maps for specific recording matrix cell and specific time step, mean error as a function of

time step, predicted trajectory vs. true trajectory 3D graph.

4.1.4 LSTM scripts

Similarly to the MLP work flow, the raw recording pickle files are being collected by the
Dataset_maker_for_LSTM script. The script has option to include or exclude every one
of the 18 IMUs and MLP output features for fitting the models for the best input feature
combination. In addition, the same can be done with the marker input data, which contains
position and rotation 3D data for the elbow, shoulder, and wrist. The script contains several
pre-processing methods, all can be turned on and off, in addition to the methods mentioned

in the Dataset_maker_for_MLP script, these methods are utilized:

* Moving time window — a method that introduces different divisions of the raw
recordings to generate additional data without interfering with the natural structure

of the data, the size of the time frame is defined by the user.
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» Savgol filter — a method that applies a Savitzky-Golay filter, to smoothen the IMU
data.

* Add MLP output — a method which concatenates the MLP output into the pre-

processed data, there is a possibility to create a dataset solely from the MLP output.

After using the chosen methods, the script inserts the data into a Data-loader object,
for training and testing purposes. In addition, the scaling data, normalization scaler data,
PCA and z score data are being saved for future use. Then, the data is loaded by a plotting
script, which plot’s the various features, both IMU and markers, for visual inspection. The
next script in order is the model optimization script, it takes the data-loader files and create
studies which try to optimize the model’s test loss score. A study generates 1000 trials,
each trial is a combination set of hyper-parameters to optimize. The script plots several
parameters and scores of each model, train and test loss as a function of epoch, error heat-
maps for specific recording matrix cell and specific time step, mean error as a function of

time step, predicted wrist position vs. true wrist position 3D graph.

4.1.5 Live use script

This script connects to the Arduino and create a live input data stream. It uses the pre-
processing methods for each data type (the data inserted into the MLP and the data inserted
into the LSTM) it than loads both models, MLP and LSTM in evaluate mode, and passes
the pre-processed data through them. It takes the resulting LSTM output prediction and

broadcasts it to the robotic system, using sockets.
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Figure 4.1: Human user and robot share space 77 in which they are to interact
or collaborate in a shared task.

4.2 Learning human motion

4.2.1 Problem formulation

A human user stands in front of a designated interaction-space # € R>. Interaction-space
W is shared with a robotic arm such that both user and robot can reach all points within
it (Figure 4.1). Let the position of the human wrist at time ¢ be p(¢) € R? relative to some
coordinate frame on #'. At time ¢ = 0, the wrist is at some arbitrary pose. The initial
pose is randomly selected close to the body of the user (e.g., side of the hip or palm on the
chest). The user then moves his arm to reach some point p(t;) € # where t; < T for a

pre-defined upper-bound 7.

Let x(7) € R" be the state vector of some measurable features on the human arm and
denote p € R? to be the estimated position of the wrist at time 7. In addition, we denote
Pr(t) € # to be the estimated destination of the wrist approximated at time r < 7. We set

two goals. First, we aim to localize the human wrist in real-time during motion. Hence,
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we search for a map I' : R” — R? that approximates the wrist position p(¢) = I'(x(¢)) at
time 7. Second, we aim to learn a map & : ¥ — # that provides a prediction at time ¢
of the expected wrist target at some time ¢;. ¢ is some unknown space based on mea-
surable features in x(¢) that can provide accurate prediction. In this work, we explore the

formulation of ¢ to acquire a sufficient representation of p,(¢) = ®(c(¢)) forc(t) € €.

4.2.2 System

We have designed and fabricated an experimental wearable device.

4.2.3 Electrical scheme and sensors

The system contains these electrical components:

1. Arduino uno controller, which is the used as a hub for all the sensors and a data

acquisition device.
2. Multiplexer which switches between the IMUs.

3. Two Pmod-NAV IMUs which lay on the wrist and elbow, they measure the inertial
forces exerted on the wrist and elbow, the angular velocity of the wrist and elbow
and the change in the wrist and elbow in relation to the earth’s megnetic field. All
are measured in Cartesian 3D coordinate system. Hence, two IMU’s provide a state
vector X with maximum size of n = 18. We note that the measurements of a magne-
tometer are dependent on the relative orientation to earth’s magnetic field. Hence,
we assume that all recordings are taken such that the interaction-space is at the same
orientation relative to the standing position of the human. Nevertheless, having an-
other magnetometer on the human torso could enable relative measurements and

additional interaction-spaces around the user.

4. USB type B cable, supplies power from the computer to the Arduino and transfers

the raw data between the devices.

5. Personal computer, the data which is being acquired by the system is being fed in

real time to a computer, which pre-process the data and feeds it into the model.
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4.2.4 Mechanical design

The system is seen in Figure 4.2 and contains three main mechanical components:

1. Wrist 3D printed TPU band which lays on the wrist and a PLA cover which house

the markers, the band contains an IMU.

2. Elbow 3D printed band which lays on the upper arm, contains a second IMU near
the elbow and another marker configuration. In addition, contains the Arduino uno
controller and the electrical components.

3. Shoulder 3D component which contains a marker configuration (for analysis and

verification while not used in the modeling).

All of the printed components are designed to fit a large range of potential users, while
attempting to maximize comfort, to avoid influence and change over the user’s natural
movement. In addition, the design is robust enough to withstand a large amount of repeti-

tive use, due to the need of recording multiple time to create large data sets.

The acquisition configuration provides real-time data stream of all the given sensors in
a frequency of 60 Hz. The reflective markers are tracked using a motion capture system
and provide the positions of the shoulder, upper-arm and wrist bands. We note that the
marker set is used only for data collection and validation while not required in the eventual
system usage. Hence, the described system is composed of low-cost and light-weight

(325 g) hardware which is appealing and suited for easy arm movements.

4.2.5 Data collection and formation

Data is collected over a set of K episodes. In each episode, the user starts from p(0) and
moves the arm to p(¢7) € #'. During motion of episode j, states Z; = {x;(0),...,x;(tf)}
and wrist positions &; = {p;(0),...,p;(ts)} are recorded. For training model I', data
from all episodes is pre-processed to have a labeled training dataset .# = {(x;,p;) }*_,.

The formation of the training data for target prediction will be discussed later.

4.2.6  Wrist position model

Let 6., and 6,4, be elevation and yaw angles of the upper-arm, respectively. Similarly,

let ¢, and ¢y, be the forearm elevation and yaw angles, respectively. The position of

29



Figure 4.2: System of two IMU positioned on the wrist and upper-arm along with
three sets of markers on the shoulder, upper-arm (not used) and wrist, observed
by a motion capture system.
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the wrist p = (px, py, p.)T is acquired by forward kinematics as given by Soechting and
Flanders [55]:

Px = lysin 6, 510 6,4y, + [ sin @y, SN Py “4.1)
Py = 1, 8in 6, €08 Oy, + L 810 Py, COS Py 4.2)
Pz = —1,€08 6, + 17 COS Py, 4.3)

where [, and [; are the lengths of the upper-arm and forearm, respectively. Assuming
l, and Iy are known, expressions (4.1)-(4.3) show that the position of the wrist can be
acquired by measuring the orientations of the upper-arm and forearm. While these orien-
tations can be measured by the accelerometers of the two IMU’s when in a static pose, the
two magnetometers can also do so during arm motion. Nevertheless, acceleration can add

viable information for reaching 7.

Given training dataset .#, we train a feed-forward ANN to obtain map p; = I'g(X;).
Vector 6 consists of the trained parameters of the model. In such case, user lengths [,
and [y are embedded in .# and explicit measurements are not required. Furthermore, the
features to be included in state x; and its size n such that I'g achieves highest accuracy

would be analyzed in the experimental section.

4.2.7 Long-Short Term Memory (LSTM)

LSTM is a class of Recurrent Neural-Networks (RNN) aimed to learn sequential data [68].
RNN utilizes previous outputs as inputs while including hidden states. For each time step

t, the hidden state vector h(z) and the output y(¢) are expressed as
h(z) = g (Wh(r — 1)+ Ux(t) + by,) 4.4)

and
y(t) = g2(Vh(r) +by) 4.5)

where W,U,V are weight matrices and by, b, are bias vectors. g; and g, are activation
functions. The standard RNN is usually not capable in handling long intervals where
back-propagating errors tend to vanish or explode [7]. LSTM, on the other hand, is ca-
pable of learning long-term dependencies by utilizing memory about previous inputs for
an extended time duration [25]. Along with an hidden state vector, LSTM maintains a
cell state vector ¢(¢). At each time step, the process may choose to read from c(¢), write

to it or reset the cell using an explicit gating mechanism. Each cell unit has three gates
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of the same shape. The input gate controls whether the memory cell is updated or, in
other words, which information will be stored. An LSTM cell can be formulated with the

following expressions:

i(t) = o(Wilh(t — 1), x(t)] + b) (4.6)
[(t) = o(Wyh(r —1),x(1)] +by) (4.7)
o(t)=c(W,[h(t—1),x(¢)] +b,) (4.8)

where W;, Wy and W, are weight matrices. b;, by and b, are bias vectors. Forget gate f (1)
controls whether the memory cell is reset and removes irrelevant information from the cell
state. Similarly, output gate o(¢) controls whether the information of the current cell state
is made visible and adds useful information to the cell state. Both gates have a Sigmoid

activation function . To modify the cell state, another vector &(¢) is defined as
¢(r) = tanh(W.[h(r — 1),x(r)] +b.) (4.9)

where W, and b are weight matrix and bias vector, respectively. The hyperbolic activation
function tanh distributes gradients and, therefore, prevents vanishing or exploding gradi-
ents, and allows a cell state information to flow longer. Vector &(¢) is a new candidate that
can be applied to the cell state in case the forget state chooses to reset. Hence, the new cell
state ¢(¢) is updated with

c(t) = f(t)e(t = 1) +i(t)e). (4.10)
Furthermore, the hidden state is updated according to

h(r) = tanh(c(r)) - o(t). @.11)

The LSTM is trained using recorded data sequences with back-propagation.

4.2.8 Target prediction Model

Prediction based on acceleration data requires the integration of the signals along with
position information. However, the motion is non-linear and an analytical representation
is not available. Consequently and in addition to the sequential nature of the data, we
require learning the motion pattern over some period. As noted above, LSTM has the
ability to model sequences by selectively remembering certain patterns over some period

and learn long-term dependencies. Therefore, we utilize LSTM to explore the various
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(a) (b)

Figure 4.3: (a) A scheme of an LSTM-Pos layer receiving a state sequence
Su(t) = {x(t —H),...,x(t)} of length H with output vector h;(r). The require-
ment for including the raw data with concatenation (denoted with symbol ©)
would be further analysed. (b) The proposed LSTM-Pos network with stacked
layers followed by a feed-forward output layer. The network outputs the pre-
dicted target of the wrist p,(7) at time 7.

feature and data size requirements in order to predict targets.

Let Sy () € R" x ... x R" be the sequence of H past states up to time 7 and is given by

Su(t) = {x(t —H),...,x(t — 1),x(r)}.

From each episode { 2, #7;}, we extract sequences Sy (H),Sp(H +1)...Su(tr) and their
respected target label p(7f). Label p(¢¢) is the last component of &7;. Consequently, we
acquire a training dataset from all episodes . = {(Sy ;,py.;) }*L, where Sy and ps; € #
are the ' sequence and target label, respectively, in the dataset.

Using dataset ., we can directly train an LSTM model for @ to predict wrist target.
In such case, the input to the LSTM would be a sequence of states where each state has
a maximum dimension of n = 18. In the experimental section, we will further investigate
the importance of IMU features to the accuracy of the prediction. Nevertheless, we hy-
pothesize that the corresponding estimation (using trained model I'g) of wrist positions
included in the state sequence would provide viable information for better accuracy. This
is analogous to including initial conditions when integrating acceleration. Hence, we con-
sider two alternatives for the state input X(¢ — k) to the LSTM. In the first, we would feed
only the approximated wrist positions to the LSTM

X(t —k) = To(x(r —k))T. (4.12)

Alternatively, we observe the concatenation of the wrist position and the original raw data.

33



Hence, for each state in input sequence Sg(f), we concatenate the approximated wrist

position to generate a new state X(¢ — j) given by
x(t—k) = (x"(t—k),To(x(t — k))7)" . (4.13)

Consequently, the input to the LSTM will now be the sequence along with the corre-
sponding approximated wrist position. We would analyze these two alternatives in the

experimental section.

We denote LSTM with wrist position information as LSTM-Pos. The architecture of an
LSTM-Pos layer is seen in Figure 4.3a. The original state sequence Sy (¢) is the input to the
layer followed by concatenation (4.13) using trained model I'9. When considering state
representation (4.12), the concatenation does not occur and approximated wrist positions
are fed directly into the cells. A cell in the layer receives vector X(¢ — k) and outputs
hidden state vector h(r — k) € R™ where m is an hyper-parameter. Hidden state vectors
are passed between the cells and additionally collected to hidden state sequence D(f) =
{h(t —H),...,h(¢)}. Sequence D(¢) is the output of the LSTM-Pos layer.

Figure 4.3b illustrates the entire LSTM-Pos network. LSTM-Pos has b rows while
each row has a layers. a and b are hyper-parameters of the network. Only the layers of
the first row are LSTM-Pos layers where each outputs an hidden state sequence D;(t) for
j=1,...,a. The other layers are regular LSTM layers that receive hidden state sequences
and outputs updated ones. While all layers in a row have similar architecture, they include
a random dropout such that D;(t) # D;(t) for any i, j € {1,...,a} and i # j. Furthermore,
only hidden states at time ¢ are outputted from the last row. Therefore, a hidden states
h;(7),...,h,(¢) are used and are the input to a standard Convolutional Neural-network
(CNN) and further to a fully-connected NN (FC-NN). The FC-NN outputs the approxi-
mated target wrist position p,(¢) predicted at time 7. In preliminary testings, training the
model without a CNN failed to converge and is, therefore, essential. In the experimental
section, we compare the LSTM-Pos to the standard LSTM which has the same architecture

while not including wrist position information.

4.2.9 Curriculum learning

Preliminary testing has shown that training the models directly with all data may lead to
predictions converging to the geometric center of the workspace. Hence, we use Curricu-
lum Learning (CL) [61]. The common approach is to introduce the model with data in

an organized order from easy samples to hard ones. Such approach commonly provides
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better performance than random data shuffling.

We use preliminary insights on model performance to tackle the problem of conver-
gence to a local minima. We propose to take a reverse CL approach and train with harder
samples first. In preliminary studies, we have noticed that it is harder to predict the wrist
pose and target at early stages of the reaching motion. This is due to low data variance
when initiating motion. Hence, we train a model with N,; batches along the motion start-
ing from time # = 0. Once the loss value of the model successfully reaches below some
user-defined value ¥, the next batch of further time frame is added to the training. When
optimizing the hyper-parameters of some model, if value 7,; is not reached for some batch,

the model is disqualified.
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Figure 4.4: Participant 1 collecting data of arm reaching in various torso orien-
tations including facing the collection board, body perpendicular to the board
and while sitting down.

4.3 Experiments

We use the experimental system described in Section 4.2.2 to collect data and analyze the
proposed approach. Collection was performed by one human participant (participant 1)
with the system on his left arm. Arm lengths can be seen in Table 4.3. To achieve uniform
and guided data collection, a rectangular collection board was mounted in front of the
participant as seen in Figure 4.4. The board was equally divided into 42 squares. The
participant was asked to start from arbitrary arm location near the body and reach each of
the squares several times while touching random locations within each square. To acquire
a robust model, the participant also removed the system and re-positioned it on the arm

several times during recordings.

A total of K = 840 reaching episodes were collected with 20 episodes for each square.
Each episode was recorded in 60 Hz for T = 2 sec leading to 120 samples for an episode.
Therefore, a set of N = 100,800 samples are available for training a wrist position model.
The participant recorded reaching tasks with various torso orientations including facing the
collection board, body perpendicular to the board and while sitting down. Hence, a large
distribution of shoulder motions during arm reaching can be seen in Figure 4.5 showing
high variance perturbations. A large testing dataset was also collected independent of the
training set and includes 336 episodes when reaching eight episodes for each square in
various torso poses. The test set also included removing and re-positioning the device
between episodes in order to test robustness. We next evaluate the training wrist position

and target prediction models with the data.
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Figure 4.5: Shoulder positions relative to the board (at y = 0) before initiating
motion (blue) and during motions (red).

Table 4.1: Approximation accuracy of wrist position during reaching motion

w/o CL w/ CL
(mm) (mm)
All sensors 58.24 +£4.79 48.62 £+ 5.07
Accelerometers | 99.71 + 18.43 | 63.78 £ 14.73
Accel & Magn. 76.1 £ 5.63 58.81 +5.83
Gyroscopes 144.08 £ 17.24 | 124.79 £ 20.32
Magnetometers | 93.79 £ 11.87 | 65.55 £ 8.43
Wrist only 64.51 +5.19 55.76 £ 5.86
Upper-arm only | 149.1 £ 14.39 59.78 £10.8
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Figure 4.6: Target prediction error (mean and standard deviation) with respect
to the number of the past states H.

4.3.1 Wrist position prediction evaluation

We now analyse the wrist position model I" as discussed in Section 4.2.6. We analyze the
accuracy of various ANN models trained with different features in the data. We test the
ability of a model to predict the wrist position if only some of the features are available in-
cluding: only accelerometers, only magnetometers, only gyroscopes, only accelerometers
and magnetometers, only wrist IMU band, only upper-arm IMU band or all available sen-
sors. For each variation, we optimized the hyper-parameters of the ANN to minimize the
RMSE loss function along with the Adam optimizer. For example, the optimal architecture
for the model with all sensing features included three hidden layers with 512 neurons each
and a rectified linear unit (ReLLU) activation function. We also compare between direct
and CL training of the ANN. For the CL, we manually optimized the batch size and loss
threshold yielding N.; = 10 and y,; = 58 mm, respectively.

Table 4.1 summarizes the accuracy results for all variations. It is clear that CL pro-
vides accuracy improvement in all feature representations. Magnetometers by themselves
supposedly should provide enough information to localize the arm. However and due to
variations in torso orientations, only magnetometers provide moderate accuracy. Only us-
ing accelerometers reaches similar accuracy as they are able to encapsulate motion flow
patterns but lack orientation information. Evidently, combining accelerometers and mag-
netometers provides accuracy improvement. Furthermore, using all available sensors of

both IMU’s (including the gyroscopes) provides the lowest error. The results also show
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Table 4.2: Target prediction accuracy for LSTM and LSTM-Pos

Features LST™M LSTM-Pos
Mean (mm) Std. (mm) | Mean (mm) Std. (mm)

All sensors 194.63 73.07 61.46 11.26
Accelerometers 195.42 70.03 66.27 12.42
Accel. and Magn. 195.37 69.96 65.53 12.56
Gyroscopes 195.41 70.02 71.58 14.04
Magnetometers 195.43 69.99 72.71 19.12
Approx. wrist position - - 59.99 12.01
Wrist only 195.39 69.99 67.56 13.9
Upper-arm only 195.42 70.03 69.04 17.26

that having only one IMU either on the upper-arm or the wrist could provide fairly ac-
curate wrist position. We note that these results are similar to results reported using the
Unscented Kalman filter [4].

4.3.2 Target prediction evaluation

With the above NN models for approximating wrist position, we analyze the prediction
of the target in reaching motions with the LSTM-Pos. We compare LSTM-Pos to an
LSTM without including explicit approximation of wrist positions. Here also, we analyze
the required features necessary to achieve accurate prediction. The hyper-parameters of
models with different feature variations were optimized to yield the lowest RMSE loss
value. For example, the optimal hyper-parameters for the model with all sensing features
include LSTM with @ = 256 and b = 2, m = 64, CNN with three convolutional layers and
FC-NN with one hidden layer of 14 nodes, yielding 42,291 trainable parameters. In this
part, all training is performed with CL since it provides better learning as demonstrated

previously.

We initially observed the required number of past states H to acquire an accurate
model. Figure 4.6 shows the mean prediction error over the test data when including
all sensors and with regards to H. Including more information provides, as one would
expect, better accuracy. Other feature variations exhibit similar behaviour. Having a large
H means that the first prediction would arrive later in the reaching motion. Hence, we
face a trade-off between earlier prediction and accuracy. In further analysis we choose to
use H = 60 as it provides low error along with first prediction at half-way through-out the
reaching motion. While not implemented in this work, these results show that one could

train several models with ascending H. Hence, coarse accuracy would be provided at the
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Figure 4.7: Typical Heat-map illustrating the mean error (in mm) across the
collection board when not including wrist position approximation of LSTM-Pos.
All models converged their prediction to the center of the board.

beginning of the episode (e.g., H = 10) for initial motion of the robot. Then, accuracy

would be improved with better models as more information arrive.

Table 4.2 summarizes the target prediction errors (mean and standard deviation) along
the reaching motion of all test data and for different feature variations. First, directly
using the data to train an LSTM (without including wrist position approximation) fails to
produce feasible predictions. All LSTM models converged to the mean of the target labels.
Figure 4.7 shows an heatmap illustrating the error distribution across the collection board.
Predictions for all test episodes output the center position of the collection board leading

to low accuracy performance.

LSTM-Pos, on the other hand, provides much lower prediction errors for all feature
variations. In particular, having only the sequence of approximated wrist positions from
the NN fed into the LSTM is sufficient to acquire the best model. Including also the raw
measurements from all sensors fairly provides the same accuracy. The results also indicate
that having only one band can be sufficient for moderate accuracy. Figure 4.8 shows the
mean error along the test episodes for LSTM-Pos with only approximated wrist positions
and when including also raw sensor measurements (all sensors). Similarly, Figure 4.9
illustrates the mean errors across the collection board through the motion time. The above

results achieve accuracy of approximately less than 70% of an adult human palm breadth
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Figure 4.8: Target prediction error (mean and standard deviation) of LSTM-Pos
with respect to reaching motion time evaluated on all test episodes.

Figure 4.9: Heat-maps illustrating the mean error (in mm) across the collec-
tion board over time and when considering all sensors. Mean error from
left to right: Error(t =1 sec) = 116.98 mm, Error(t = 1.33 sec) = 62.41 mm,
Error(t = 1.65 sec) = 46.86 mm and Error(t = 2 sec) = 44.47 mm.

(87.5 mm) [6] and is sufficient for feasible HRC tasks as would be demonstrated in the

next section.

4.3.3 HRC Demonstration

We have conducted an HRC demonstration where a participant reaches his arm towards a
robotic arm. During the reaching motion, the robotic arm receives continuous stream of
target predictions acquired from the trained model. When acquiring the first prediction, the
robot plans motion for rendezvous and initiates motion. As a new prediction arrives, the
motion plan of the robot is updated accordingly. Participant 1 along with two additional
ones not included in training participated in the demonstration. The participants have
different arm lengths as seen in Table 4.3. They were instructed to perform 15 reaching

motions to arbitrary locations in front of them. They were also instructed to initiate motion
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Table 4.3: Arm lengths of all participants

Participant | 1 2 3
[, (cm) 29 335 25
lp(cm) |28.5 303 247

Table 4.4: Success rate for reaching experiment

Participant | Success rate
1 93.3%
2 80.0%
3 86.6%

from any desired arm pose. We define a successful trial as a one where the robot reached

within the vicinity of the human hand with minimal distance of 60 mm.

Table 4.4 provides the rendezvous success rate for the three participants. The success
for Participant 1 is the highest since the model is trained on data collected from him.
Nevertheless, the two other participants achieved rather high success rates considering
that they have different arm lengths and did not contribute data to model training. Hence,
the model can be transferred to a new user with relatively good accuracy. Future work
should consider calibrating the model to a new user with a small amount of collected data.
Target wrist prediction was achieved in mid-motion and the robot initiated motion before
the participant reached the end of the episode. For safety reasons, the velocity of the
robot was maintained low. Hence, the participant was required to shortly wait for the arm.

Nevertheless, having the robot move faster would enable faster HRC tasks.

Figures 4.10-4.12 show snapshots of some of the reaching trials for the three partic-
ipants towards the robotic arm. Participant 3 in Figure 4.12 demonstrated the ability of
the model to predict motion from various initial poses of the arm. Figure 4.13 shows a
demonstration of handing over a bottle to the robot using the system. These results show
that a relatively small dataset of IMU data can be used to train a sufficiently accurate
model for feasible predictions of reaching targets in HRC scenarios. All experiments and

demonstration videos can be seen in the supplementary video (Online Resource 1).
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Figure 4.10: Reaching test of Participant 1.

Figure 4.11: Reaching test of Participant 3.

Figure 4.12: Motion of participant 2 between two arm poses within the interac-
tion space while the robotic arm follows.

Figure 4.13: An HRC demonstration in which participant 1 hands-over a bottle
to the robot.
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4.4 Conclusions

We have presented the problem of learning human reaching motions and predicting future
target locations. We investigated the use of a wearable device composed of two IMU
senors located on the upper-arm and wrist. First, a simple ANN was trained to predict
the current position of the wrist. Then, an LSTM-based architecture was proposed where
approximation of the wrist position along some time frame was included. Using data
collected from a single user, we have tested various features to be included in the model.
Results show that having all features from the sensors along with curriculum learning
achieve good accuracy for approximating current wrist position. With such model and
without additional raw data, we reach sufficient accuracy for early prediction of the target
wrist position. Furthermore, we have shown several reaching demonstrations where a
robot planned and moved towards the human arm in real-time based solely on information
from the wearable device. High success rates were demonstrated from the participant
whom collected data and two other ones not included in the training. Hence, a relatively
small amount of collected data from one user achieved sufficient accuracy for feasible
predictions of reaching targets in HRC scenarios. Once trained, the model and system can

be deployed in various spaces with no further effort.

Future work could focus on calibrating the existing model to a new user based on a
limited amount of collected data. The system could also be fused with additional sensors.
For instance, vision can be integrated in order to provide a complete solutions when a
line-of-sight is not continuous. Similarly, one could integrate Force-Myography [27, 5]
or EMG [8] to have additional information about the pose of the palm and fingers. An
additional system on the other arm could enable the classification of tasks performed by

the human towards assistance by a robot.
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